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1. Turing machines and computability.

Recall from the lecture the definition of a Turing machine: A Turing machine comprises
a tape, a state register, and a read-write head which moves along the tape. The machine
is characterised by a finite set of states S with distinguished start and end states S and
T, a finite set of symbols ¥ and a table of instructions (the program). At any point
in time, the Turing machine with internal state s € S reads in the symbol ¢ € ¥ from
the tape at the current position of the read-write head. Given the internal state and
the symbol the machine transitions to a new internal state s’ and performs an action,
which may either be 'move left’ (L) or 'move right’ (R) or ’erase ¢ and write o”” with
o e,

A program is thus specified by a set of 4-tuples (s,0,s’,a), where s € S is the current
internal state of the machine, o € ¥ is the current symbol on the tape, s’ € S is the
new internal state and a € ¥ U {L, R} is the action of the machine. The machine is
initialised in state A on the very left of tape. Upon reaching the state T the program
terminates.

We now want to write a few little programs on a Turing machine. Assume we are given
representations of natural numbers & € N represented in unary notation on & + 1 bits
so that 0 is represented by 0 = 1, and k by k= 11---1.
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a) Write a Turing program that determines the parity of a number £ given a tape of
the form 0k00 - -- and writes it on the tape after the input.

Hint: You may freely choose the set of symbols and internal states.

b) Now write a program that adds &, € N given a tape of the form (0k0I0 - --0) and

outputting a tape of the form (0(k +1)00---.

Unary encodings are not very efficient as opposed to binary encodings for which only
log, k many bits are required.

c) Write a program that performs binary addition and writes the solution behind the
input on the tape.

Hint: Think about the following questions: How many symbols are required? What
is a sensible choice of input representation on the tape?

Further reading: Turing (1937), a highly enjoyable and clear read!

2. Complexity classes and complete problems.

In the lecture, you got to know the classical complexity classes P, NP, #P as well as
the quantum class BQP. While P, NP and BQP are called ‘decision classes’, #P is
called a ‘counting class’. Decision problems are problems of the form: Given n € N,
decide whether 3z : f(x) or —=f(z), where f: {0,1}" — {0,1} is some binary function.
Conversely, in a counting problem, given = and f, we are supposed to return |[{x :
f(z) = 1}| that is, the number of solutions that are accepted by f.



Complexity theory deals mainly with the relations between different complexity classes
and characterising problems in terms of their complexity. In both cases, the main proof
technique is to embed already known problems into novel problems, that is, to prove
statements of the form: Assuming we could solve problem P € X, then we could also
solve P'. Hence P’ is at least as hard as all problems in X.

For a complexity class X, we say that a problem is in X if it is contained in X. We
call a problem X-hard if it is at least as hard as all problems contained in X. We call
a problem X-complete if it is both in X and X-hard. Complete problems are therefore
those problems that characterise a complexity class, viz., lie at the boundary of the
class.

a) Look up and understand two complete problems for each of the complexity classes

P.NP, #P and BQP.

The problem 3-SAT is a paradigmatic problem, which is complete for the class NP. A
3-SAT formula f on input x is a formula in conjunctive normal form, that is, a formula
of the form

flz) = (z1 VagsV-x3) A(Tge V oz V xg) Aeee

where — denotes negation, that is =0 = 1,—-1 = 0, V denotes a logical OR, and A
denotes a logical AND. The 3-SAT decision problem is to decide, given a formula f,
whether there exist assignments of the variables x = (x1,...,z,) such that f(x) = 1.

b) Argue that 3-SAT is in NP.

¢) Show that a 3-SAT instance on n binary variables can be embedded in the prob-
lem of determining, whether the ground state energy of a classical 3-local Ising
Hamiltonian is 0 or at least 1.

Hint: Use a classical spin-1/2 Hamiltonian of the form
H= Y hp(l—Z)(1—Z)(1— Z),
i,j,k€[n]

with integer coefficients hyjj.

d) What is a natural quantum equivalent of this problem?
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